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Abstract

German Abstract

Industrieprozesse nutzen zeitlich geordnete Daten um die Produktionsleis-
tung und Produktqualitat zu Gberwachen. Diese Daten werden als Zeitseri-
en dargestellt und ermdéglichen somit eine Nachverfolgung qualitatsrelevan-
ter Signalmuster tber weite Zeitradume. Hohe Qualitatsstandards erfordern
eine hohe Datenpunkidichte und eine liickenlose Prozessiberwachung. Es
ist daher eine enorme Herausforderung, alle relevanten Kriterien in Zeitse-
rien zu identifizieren und zu extrahieren. Einige Muster andern ihre Form je
nach Produktionsstufe oder verwendetem Aufzeichnungsinstrument. Trotz-
dem muissen sie alle identifiziert werden.

Zur Bewaltigung dieser Data-Mining Aufgabe, wurden zwei vielverspre-
chende Similarity-Search Algorithmen mit Hilfe einer State-of-the-Art Ana-
lyse identfiziert und anschlieBend im Hinblick auf die Erweiterung des ak-
tuellen Suchprogramms, das vom VRVis Zentrum fir Virtual Reality und
Visualisierung Forschungs-GmbH entwickelt wurde, getestet. Diese beiden
Algorithmen verkérpern zwei komplett unterschiedliche Prinzipien. MASS
(Mueen’s ultra-fast Algorithm for Similarity Search) ist ein profilbasierter An-
satz und SAX (Symbolic Aggregate approXimation) niitzt eine symbolische
Représentation.

Diese Arbeit konnte zeigen, dass beide Methoden unterschiedlichste Data-
Mining Aufgaben erfolgreich 16sen kdnnen. Auch Muster mit unterschiedli-
chen Auspragungsformen konnten mit hoher Sensitivitat detektiert werden.
Lediglich die Art der Datensatze und die Parameterwahl mussten fir den
Erfolg bertcksichtigt werden. MASS arbeitet fast parameterfrei und liefert
exakte Lésungen. Daher wurde dieser Algorithmus als die bessere Wahl
betrachtet, um die bestehende Suchsoftware zu erweitern.
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English Abstract

Industrial processes use temporally ordered data to monitor production per-
formance and product quality. This data is visualized in time series in order
to trace quality-relevant signal patterns over long time ranges.

Higher quality standards require a high data-point density and a consis-
tent process monitoring. Therefore, it become more challenging to identify
and extract all quality relevant information from different time series. Tar-
get patterns might even change their shape depending on process step or
sensor type. Yet, the goal is the detection of all relevant appearances.

For this data-mining challenge, two similarity search algorithms were iden-
tified in a state-of-the-art research and subsequently examined with the
goal to enhance an existing similarity search tool of the VRVis Zentrum fir
Virtual Reality und Visualisierung Forschungs-GmbH. The selected algo-
rithms cover two different approaches. MASS (Mueen'’s ultra-fast Algorithm
for Similarity Search) represents a profile-based approach, whereas SAX
(Symbolic Aggregate approXimation) is a symbolic representation.

This work demonstrated that both search methods can be successfully
applied for various data mining tasks. They have the potential to sensitively
detect patterns of different occurrence. However, the detection quality de-
pends highly on the nature of data and appropriately adjusted parameters.
Since MASS requires fewer parameters and returns exact solutions, it was
found to be the better choice to extend the existing tool.
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1. Introduction

1.1. Problem statement

Industrial companies have a great pool of data in their possession. However, it is dif-
ficult to gain full advantage from this data. As the amount of data rises, so rises the
need for automated procedures to handle it. Yet, most companies are stuck with out-
dated solutions, and thus require great effort to gain meaningful information from their
data. To solve slightly more complex problems, companies have to launch costly data
science projects.These projects are very time consuming and include phases such as
data preparation, exploration, analysis, visualization, reporting and archiving. Most of
the tasks that are associated with this kind of projects are performed manually by ex-
perts of a technical service department. Therefore, this inefficient process consumes
many resources, slows down production and leads to challenges such as incremental
updates, backups, reproducibility and a reasonable documentation.

As suggested above, an automated approach would be desirable to analyse large
amounts of data efficiently. Depending on the respective field, this implementation
can vary in its degree of difficulty. Time series are chronological observations, and
thus have to be considered as a whole. From this point of view, fields that rely on
data mining from time series data are the supreme discipline because of the difficulties
involved. When it comes to data mining, three inherent characteristics of time series
make it difficult to handle them: data size, dimensionality, and the need for continuous
updates. So, it has become an interesting research field in data mining. The main
study categories are representation & indexing, similarity measure, segmentation, vi-
sualization and mining. These fields are described in a detailed review by Fu (2011).
Data mining tools of the last decades had to make certain compromises in order to
analyse time series as a whole efficiently. In other words, precision had to be traded
for efficiency. For that purpose, a variety of approximation methods had been devel-
oped with the goal to reduce the dimensionality of time series(Lin, E. Keogh, Lonardi,
and Chiu 2003). In the end, the time series data should be small enough to fit into the
memory as a whole, and thus enable efficient computation methods. Only in recent
years exact methods have become possible due to constant development in this area
(Mueen, Yan Zhu, et al. 2017; C.-C. M. Yeh et al. 2016). Approaches using approxi-
mated data and exact values, will be discussed in more detail in the following sections.
So, we can agree that the foundation for quality control is the meaningful handling of
data. A producing company therefore has the responsibility to find the best possible
methods to remain competitive. Nevertheless, no one has to reinvent the wheel. For
that purpose, service companies have emerged, which have great knowledge in data
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science, and thus can offer efficient tools to handle big data. Here the goal is to offer the
customer an easy access to programs that address data science questions. Over the
last 20 years, VRVis Zentrum fir Virtual Reality und Visualisierung Forschungs-GmbH
(VRVis)T| has developed and gained a lot of experience in this field.

1.2. VRVis

"A picture tells a thousand words". This saying could also be a short description of
the company strategy of VRVis. In case of VRVis, "the picture" stands for high-quality
and interactive visual representations of multi-dimensional data pools. In other words,
VRVis provides customers with software solutions that transform data into visualiza-
tions. It is important for their customers to receive a tool to make profound data-based
decisions. These tools are universally applicable and are not limited to a certain in-
dustrial sector. Therefore, the company has a wide range of research projects, leading
to a great knowledge base concerning data types and visualization applications. With
this approach, VRVis has been bridging the gap between research and industry for 20
years now.

The Visual Analytics Group has a clear focus on time-dependent multi-dimensional
data. These topics are a great foundation for the development of decision supporting
tools. The group creates new technology, empowering their customers for insights in
their data structures. This goal should be achieved with dynamic systems that allow a
user to easily interact with data (Arbesser et al. 2017). A profound knowledge of the
own data leads to an increased confidence in decision making. The quick response
of the analysis system should lead to an almost dialogue-like process between user-
input and the resulting visual representation. Such an advanced user interface makes
multi-dimensional analyses efficient and new perspectives on data are provided. In this
regard, a vivid discussion on time series visualizations is given by Aigner et al. (2007).
In this article, the authors stresses the importance of task-orientation when designing
visualization methods in order to improve the user experience. Overall, this challenging
field is a great opportunity for VRVis to support customers with existing solutions or to
develop new ones.

Thitps://www.vrvis.at/
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1.3. Motivation to improve similarity search technology

Similarity searches in time series are a good example for a complex data mining task
that can easily overwhelm a user. These kind of tasks are rather time-consuming and
require multiple parameters as input. Since these tasks are difficult to initiate and to
control, normally they are only performed by experts.

The current analysis tools by VRVis deal with time series on a regular basis. There-
fore, they are already equipped with a similarity search method. However, the current
method operates on a very basic level. Here, the user selects a pattern of interest in a
time series. Also large time series can be processed in a reasonable time consump-
tion, since the search algorithm has been implemented very efficiently in C++. There is
almost no need for parameters. Only the initial pattern width must be defined in order
to generate a query for the program.

As a result from the similarity search, similar patterns are highlighted in the time series.
These labels give the user a quick estimation about found matches. In a next step, the
user dynamically defines the error rate up to which matches are accepted. Again,
the final matches are labeled within a representation of the original time series. The
intuitive user interface is already a big advantage for this solution.

Yet, there is room for improvement. Some patterns possess challenging properties
that make it difficult to find all correct matches. Two properties in particular can reduce
the amount of meaningful matches, if only basic search algorithms are used. First,
time distortion of patterns might decrease the success rate drastically. Although the
human eye is trained to tolerate distortions in time fairly well, it is quite a challenge for
automatic similarity searches. Secondly, complexity of patterns must be addressed.
The shape of complex patterns can be built up by several domains. This circumstance
rises the need for a weighted query input in order to address different features within
one pattern. Also, the more subtle the search pattern becomes, the more accurate and
efficient the algorithm must be. In other words, even the smallest deviation in a process
can provide quality-relevant signals, which can be a valuable control tool.

Figure 1 shall give an impression of the current search result quality and the lost po-
tential. Actually, the selected query was supposed to find all signals shown in the
figure. However, only a minor fraction of signals had been found due to slight temporal
distortion as can be seen by the variance on the horizontal axis.
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